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We introduce a fast spatial point pattern analysis technique that is suitable for systems of many identical
particles giving rise to multiparticle correlations up to arbitrary order. The obtained correlation parameters
allow us to quantify the quality of mean field assumptions or theories that incorporate correlations of
limited order. We study the Vicsek model of self-propelled particles and create a correlation map marking
the required correlation order for each point in phase space incorporating up to ten-particle correlations. We
find that multiparticle correlations are important even in a large part of the disordered phase. Furthermore,
the two-particle correlation parameter serves as an excellent order parameter to locate both phase transitions
of the system, whereas two different order parameters were required before.
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In statistical physics, many-particle systems can be studied
either by numerical simulations or with analytical theories.
Most analytical calculations are based on approximations
such as the mean field approach which is among the most
widely applied techniques both in and out of equilibrium. To
improve mean field theories, low order correlations between
two or more particles can be taken into account. In equilib-
rium, and if only two-particle interactions are involved, the
knowledge of the pair correlation function is already suffi-
cient to obtain the equation of state. However, higher order
correlations affect quantities such as the heat capacity [1].
Pair correlations have been considered, e.g., in the ring-
kinetic theories of Refs. [2—4]. Other authors considered also
third and higher order correlations, for example, Refs. [5-9].
An alternative approach are Minkowski functionals [10] that
contain information on correlations of all orders.

In real systems, correlations of all orders build up due to
interactions. One aim of this Letter is to provide an efficient
technique for experimental and simulation data to quantify the
validity of assumptions on multiparticle correlations, not only
two- and three-particle correlations but up to arbitrary order.

In many cases, there is an intrinsic length scale R
associated with the interactions between particles. It is
intuitive to study correlations on that length scale because
only the nearby particles directly influence the dynamics of
a given particle. Hence, it is a minimum requirement for an
accurate theory to reproduce the correct number of neigh-
bors that reside within distance R around a given particle.
Clearly, this neighbor number is a random variable. We call
its probability measure neighbor distribution (ND).

In this Letter, we extract the minimal amount of
information from the multiparticle correlation functions
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that is necessary to reproduce the correct ND. We find that
each correlation order contributes exactly two parameters to
the parametrization of the ND. Efficient techniques are
developed to sample these parameters. We derive the exact
ND by taking into account multiparticle correlations of
finite but arbitrary order. Comparing the calculated dis-
tribution to the measured one, we obtain a lower bound on
the correlation order that is required for an accurate
description of the system.

We apply the analysis to a two-dimensional model of
aligning self-propelled particles, the Vicsek model [11,12],
which is known to exhibit two different phase transitions [13—
16]. We measure a quantitative correlation map of the model
by marking the minimal required correlation order for each
pointin phase space. It is observed that even in the disordered
phase multiparticle correlations are important in a large
parameter range and the mean field assumption is valid only
for very large noise strengths. In addition, we find that a two-
particle correlation parameter serves as an excellent order
parameter to investigate both phase transitions, whereas in the
past two different order parameters have been used [15].

The technique is applicable to arbitrary many-particle
systems. However, it is in particular useful out of equilib-
rium, since there, equilibrium thermodynamics is not
available. We expect to detect all phase transitions that
go along with spatial rearrangements (e.g., liquid-gas
transitions) with the help of a single local correlation
parameter. Furthermore, the technique might be employed
in the analysis of spatial point patterns [17-19] with
applications in diverse fields such as ecology [20,21],
neuroanatomy [22], astronomy [23], cell biology [24], or
image analysis [25].
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In the following we assume that the system is spatially
homogeneous and consists of many (N — oo) identical
particles. First, we ask for the number of particles within
distance R around an arbitrary fixed point in space which is
in general not coinciding with any particle position. If the
particles are statistically independent, this number is
Poisson distributed [26] with mean C; = B,(R)p, where
p = N/V is the density and B,(R) the volume of a ball of
radius R in d dimensions.

Relaxing the assumption of statistical independence and
taking two-particle but no higher order correlations into
account, we find the probability of s particles to be within
distance R to an arbitrary fixed point as [27]

p(s) = (G
=r ¢ 1 1
X,;[z(cl—czv] PTREE ST

where we use the convention that 1//! =0 for [/ <O.
Except for the mean number of particles in a ball, C;, this
distribution depends also on the correlation parameter C,
where C; in general is defined by

k
C, := N¥ O(R 2
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where 6 represents the Heaviside function. Equation (2)
reminds us of the integrals over Mayer functions that
appear in the virial expansion of hard spheres [28—30]. Here
however, we integrate over a single graph (star) instead of
all biconnected graphs and use the k-particle correlation
function Gy (also called Ursell functions [31]) as weight.
They are defined by a cluster expansion [32]. For example,
the first two correlation functions are G;(1):= P (1),
G,(1,2) == P5(1,2) — P{(1)P(2). Here, the argument
“1” represents all degrees of freedom of particle 1 and
so on, and P; and P, are the one- and two-particle
probability density functions, respectively. Note that G,
is related to the radial distribution function as G, (r;,1,) =
[g(Jr, — 1, |) — 1]/ V2. We explicitly calculate the character-
istic function of the probability distribution (1) and general-
ize it by incorporating not only two-particle correlations
but correlations up to an arbitrary but finite order /., to
obtain [27]

z(u —exp{iZ( 1)L ()exp(itu)} (3)

=1 =0

- C,) exp(C,/2 - Cy)

Note that C, = C3 = ... = C; = 0 yields the character-
istic function of a P01sson distribution with mean C, which
we recover also by setting C, = 0 directly in Eq. (1). Hence
we call y(u) from Eq. (3) the characteristic function
of the correlation-induced generalized Poisson distribution.

To the best of our knowledge, the distribution defined by
Eq. (3) has not been reported in the literature.

In the mean field scenario the ND equals the distribution
of the number of particles within an arbitrarily located ball.
However, in the correlated case these distributions are
different, and the characteristic function of the ND, the
probability of an arbitrary particle to have k neighbors
p.(k), is related to y(u) given in Eq. (3) via

=1 =0
x D exp(ztu);((u). (4)

We give a detailed derivation of Egs. (3) and (4) in the
Supplemental Material [27] and Ref. [33]. Here, the
correlation coefficients D, are defined by

k
Dk::Nk—l/Gk(l,z,...,k)dlHH(R—

where D := 1. Thus the correlation coefficients C;, and D,
are the desired minimal set of numbers necessary to
calculate the correct ND.

We demonstrate how to extract these parameters from
experimental or simulation data. In fact, they depend on
two types of directly measurable quantities [27]. The first
quantity V(1) is the overlap volume of balls of radius R
drawn around each particle of an /-plet, summed over all
ordered /-plets and normalized by the total system volume,
see Supplemental Material [27] for details. The second
quantity u; is obtained as the expectation value of
s!/(s —=1)!, where s is the number of neighbors of a
randomly selected particle. Hence, y; can be sampled by
counting the number of neighbors for each particle. The
overlap can be either sampled by directly calculating the
overlap volume of all [-plets or via an effective Monte Carlo
algorithm [27] that is independent on the spatial dimension.
For the direct calculation in two dimensions we derive
formulas for the overlap area of two and three [34] circles
depending only on the distances between the centers of the
circles [27]. From those sampled quantities the relevant
correlation parameters are obtained as [27]

vy —r)dl, (5
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D,:u,_l—;z_l;pkvo(l—k)G:D. (7)

The above theory is a powerful tool to systematically
analyze multi particle correlations of arbitrary order on the
relevant length scale in many-particle systems. Once the
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correlation coefficients C; and D; have been sampled, the
ND can be calculated taking into account correlations up to
the desired order. Then, one can compare this calculated
distribution to the directly measured one. Very good
agreement would indicate that higher correlations might
be neglected. However, if the calculated and measured ND
totally disagree it is certain that higher order correlations
are profoundly affecting the dynamics of the system and
hence also its steady state.

We apply the correlation analysis to one of the proto-
types of active matter, the standard Vicsek model in two
dimensions; see Supplemental Material [27] for the defi-
nition of the model. Additionally, we apply the analysis
technique to a continuous time variant of the Vicsek model
that is closely related to direct experimental applications
[36]. The results of this second model are qualitatively
equivalent to the ones of the Vicsek model and are shown in
the Supplemental Material [27].

In Fig. 1 we present an example of the ND from a
molecular dynamics simulation. The red circles represent
the directly measured distribution. The other symbols show
distributions that have been calculated according to Eq. (4)
taking into account various correlation orders. We see that
the Poisson distribution as well as the distribution that
incorporates two-particle correlations do not agree very
well with the measured distribution. By additionally taking
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FIG. 1. Top: Neighbor distribution for a randomly picked
particle in the standard Vicsek model. Red circles display the
measured distribution, blue crosses the Poisson distribution,
green stars, cyan Y-shaped markers and black mirrored Y-shaped
markers represent the distribution given by Egs. (3), (4) including
up to two-particle, up to three-particle, and up to seven-particle
correlations, respectively. System parameters: average neighbor
number C; = 1, noise strength # = 0.48, free path vyr =1,
interaction radius R = 1, particle number N = 22 500. Averages
have been calculated over 24 realizations and 10° time steps after
a thermalization period of 10° time steps for each realization.
Bottom: Logarithm of the Kullback-Leibler divergence between
measured ND and calculated one using correlations up to
different orders.

into account three-particle correlations the distribution is
already quite close to the measured ND, and with up to
seven-particle correlations it agrees almost perfectly. We
use the Kullback-Leibler divergence (KL) [37] to quantify
the agreement between measured and calculated distribu-
tion. The logarithm of the KL is shown in the lower panel of
Fig. 1 when different correlations orders are considered.
The agreement improves gradually until seven-particle
correlations are considered. For higher order correlations
we obtain no improvement, which can be understood
looking at the accuracy with which the correlation param-
eters have been measured. In Table I we display the values
of the correlation parameters with standard deviation of the
mean in brackets for the same simulation as shown in
Fig. 1. Up to seventh order the standard deviation is less
then 1% whereas it significantly increases for the next
orders. It is possible to measure even higher order corre-
lation parameters accurately by analyzing significantly
more data.

To quantify the minimum order of correlations required
to accurately reproduce the correct ND we set a threshold
for the KL of 10~ which is also displayed in the bottom
part of Fig. 1 as a dashed line. We consider the agreement
as good if the KL is less than the threshold and as
unsatisfying otherwise. Using this definition we determine
the minimal order of correlations that need to be consid-
ered. The results of extensive simulations for different
values of noise strength and particle density are shown in
Fig. 2 presenting a quantitative correlation map of the
standard Vicsek model. We observe that a mean field
hypothesis, as it is usually assumed when deriving field
theories like, e.g., Refs. [38,39], is valid only for very large
noise strengths. For smaller noise we need two-, three-,
four-particle, or even higher correlations. Certainly, the
required correlation order depends on the arbitrarily chosen
threshold for the KL.. However, reasonable modifications of
the threshold do not change the overall picture, see
Supplemental Material [27].

TABLE 1. Correlation parameters measured in the same sim-
ulation as the one displayed in Fig. 1 with standard deviation in
brackets.

Correlation order k Cy D,

1 1 1

2 0.350211 5(92) 0.434 489 7(60)
3 0.230994(21) 0.297475(21)
4 0.236 633(53) 0.307 351(80)
5 0.344 41(19) 0.44878(31)
6 0.6655(12) 0.8678(16)
7 1.616(11) 2.102(10)
8 4.70(12) 6.121(91)
9 15.7(1.1) 20.69(86)
10 59(10) 78.0(8.1)
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FIG. 2. Correlation map providing the minimal order of
correlations necessary to reproduce the measured neighbor
distribution up to a Kullback-Leibler divergence of 1073 for
the standard Vicsek model depending on noise strength # and
particle density. The transitions from disorder to polar ordered
waves and from waves to a polar ordered homogeneous state are
marked by the red and magenta line, respectively. Parameters and
simulation time for each point as in Fig. 1.

We also investigate the strength of the correlation
parameters. As an example we present the two-particle
correlation parameter C, as a function of density and noise
strength in Fig. 3 and as a function of noise strength for
fixed density in Fig. 4(a). Surprisingly, C, is not a
monotonic function of the noise strength for fixed particle
density. Instead it increases for decreasing noise strength
until it reaches a maximum, goes through a minimum and
then increases again. This behavior can be understood by
studying the phase transitions of the Vicsek model. It is
well known that there is a transition from disordered motion
at high noise to polar ordered collective motion at smaller
noise. The transition occurs discontinuously, has strong
finite size effects and is closely related to the appearance of
steep wave fronts [14,40]. It is absolutely plausible that
these wave fronts go along with high correlations of many
particles.
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FIG. 3. Logarithm of the ratio between two-particle correlation

parameter C, and mean number of neighbors C; for the standard
Vicsek model. The solid black lines are the same transition lines
as in Fig. 2. Data are from the same simulations.

A second transition from the wavelike pattern to the
formation of homogeneously distributed clusters, also
called polar liquid or the Toner-Tu phase, occurs for even
smaller noise strength [13—15]. This second transition goes
along with a drastic drop of correlations, cf. Fig. 4(a) or
Fig. 3. Thus we understand the remarkable high correlation
island between the two transition lines in Fig. 3.
Consequently, it is possible to use the correlation parameter
C, as a single order parameter to study both transitions. In
fact, we find two local minima in the Binder cumulant of
the two-particle correlation parameter C,, indicating the
location of both transitions, cf. Fig. 4(c). Remarkably, this
second transition is not at all observed when only the polar
order parameter or its Binder cumulant is studied; see
Figs. 4(b) and 4(d).
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FIG. 4. Left: average value (a) and Binder cumulant (c) of the
two-particle correlation parameter C,. Right: average value (b)
and Binder cumulant (d) of the polar order parameter. Bottom:
Snapshots in the homogeneous polar ordered (I), the polar
ordered wave front phase (II) and the disordered (IIT) phase.
The vertical dashed line between phases I and II represents the
transition point from [15] for N = 10* and the dashed line
between II and I11 is the infinite system size transition of Ref. [15].
The solid vertical lines are the corresponding transitions obtained
as the minima of the Binder cumulant of C, for the largest system
N = 8 x 10* (between I and II) and as an extrapolation to infinite
system size (between II and IIT). Parameters: free path vz = 0.5,
density C, = zp = x/4, particle number N = 5 x 10% (cyan),
N = 10* (red), N =2 x 10* (blue), N = 4 x 10* (green), and
N =8 x 10* (magenta). Average over 24 realizations, each
started from random initial conditions, thermalized 10° and
recorded for 10° time steps.
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In Fig. 4 we chose a parameter set that was also studied in
Ref. [15] for quantitative comparisons [41]. For other
parameter sets, the two minima in the Binder cumulant
are even much clearer, see Supplemental Material [27]. The
dashed horizontal lines of Fig. 4 represent the transition
points of Ref. [15] whereas we obtained the solid vertical
lines by studying the two-particle correlation order parameter.
The transition between polar liquid and wave-front phase was
obtained in Ref. [15] as the end point of a hysteresis loop for a
finite system (N = 10000) which, however, depends on the
details with which the hysteresis loop is recorded. It is
therefore a different definition of the transition point than the
minimum in the Binder cumulant that we used to obtain a
slightly different value that is well defined and independent
on the measuring procedure. The polar ordering transition
was obtained in Ref. [15] for infinitely large systems (1, =
0.299 44) [41]. We obtain a value of . = 0.285 by finite size
scaling, however, more system sizes might be necessary to
obtain an accurate extrapolation [27].

In summary, we exactly calculate the neighbor distribu-
tion of a homogeneous many-particle system in the
thermodynamic limit by including correlations of finite
but arbitrary order and hence generalize the Poisson
distribution. Explicit formulas that incorporate up to k
particle correlations are given. The novel distributions
depend only on a few correlation parameters. We explicitly
demonstrate how to sample these parameters. The analysis
is applied to the Vicsek model of self-propelled particles.
We create a quantitative correlation map of the model
marking the minimal order of correlations required for each
point in parameter space. Even in a large fraction of the
disordered phase multiparticle correlations are important.
We find furthermore, that correlation parameters serve as
order parameters to accurately investigate both phase
transitions of the model. We propose the use of the
presented correlation analysis as a general technique in
the study of phase transitions in and out of equilibrium and
furthermore in the wide field of spatial point pattern
analysis. Another possible application lies in the develop-
ment of kinetic theories that describe low order correlations
exactly and incorporate higher order ones by closure
relations. Such closure approaches can be tested with the
help of the measured correlation parameters.
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